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DECOMPOSITION OF THE PAIRS ( A,B) AND (A,C) OF POSITIVE DISCRETE-
TIME LINEAR SYSTEMS

A new test for checking the reachability (obserlghiof positive discrete-time
linear systems is proposed. Conditions are estabtisunder which the unreachable
pair (A,B) and the unobservable pair (A,C) of pesit discrete-time system
can be decomposed into reachable and unreachabldgs pand observable
and unobservable parts, respectively. It is shovmat tthe transfer matrix
of the positive system is equal to the transferrimaff its reachable (observable)
part.

DEKOMPOZYCJI PAR (A,B) | (A,C)
DODATNICH UKLADOW DYSKRETNYCH

W pracy zaproponowano nowe kryteria badaniagainasci (obserwowalnéci)
dodatnich liniowych uktadéw dyskretnych. Podanounki przy spetnieniu ktérych
para nieosggalna (A,B) oraz para nieobserwowalna (A,C) dodegoi ukladu
dyskretnego me by zdekomponowana na&Z osigalna i nieosigalng oraz
odpowiednio na ez¢é obserwowalna i nieobserwowaln Wykazanoze macierz
transmitancji uktadu dodatniego jest rowna macietegnsmitanciji tylko cgci
osiggalnej oraz odpowiednio tylko @i obserwowalne;j.

1. INTRODUCTION

In positive systems inputs, state variables anguisttake only non-negative values.
Examples of positive systems are industrial praegsavolving chemical reactors, heat
exchangers and distillation columns, storage syst@mmpartmental systems, water and
atmospheric pollution models. A variety of modeting positive linear behavior can be
found in engineering, management science, econgonsigsial sciences, biology and
medicine, etc. An overview of state of the art iosiive linear theory is given in the
monographs [2, 3].

The notions of controllability and observabilitycathe decomposition of linear systems
have been introduced by Kalman [7, 8]. Those netiame the basic concepts of the modern
control theory [1, 6, 9, 10, 5]. They have beem @stended to positive linear systems [2,
3].

In this paper the idea of Kalman’s decompositioeorem will be extended to positive
discrete-time linear systems. Conditions will béabkshed for the decomposition of the
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pair (A,B) into reachable and unreachable partsdrthe pair (A,C) into observable and
unobservable parts.

The paper is organized as follows. In section & Iasic definitions and theorem
concerning reachability and observability of pestidiscrete-time linear systems are
recalled. New test for checking the reachabilitypositive discrete-time linear systems is
proposed in section 3. The main result of the p&pgiven in section 4 and 5. In section 4
the conditions for decomposition of the pair (AjBfo reachable and unreachable parts are
proposed and in section 5 the conditions for deamitipn of the pair (A,C) into
observable and unobservable parts. Concluding tenzae given in section 6.

2. PRELIMINARIES

The set ofn X M real matrices will be denoted By ™™ and 0" := O ™. The set
of MXN real matrices with nonnegative entries will be ated by [ Tx“ and
O":=07%. The set of nonnegative integers will be denotedy and the Nx N
identity matrix by | .

Consider the linear discrete-time systems
X, =Ax+Bu, i0Z,
_ 12
y; =Cx +Duy,

where x 0O", u 00", y, OO0 are the state, input and output vectors and
AOO™, BOO™, codr™, bpogr™.

Definition 2.1. The system (2.1) is called (internally) positit@mnd only if X [] DQ, and

m

y. 00OP, i0Z, foreveryx, 007, and any input sequenee 007, i0Z, .

Theorem 2.1.[2, 3] The system (2.1) is (internally) positifeand only if

AOO™, BOO™, cOOP", poOP™. 2.2)
Definition 2.2. The positive system (2.1) is called reachable steps if there exists an
input sequence, JO7T, i = 04,...,—1 which steers the state of the system from zero

(X, =0) to any given final state;, 007, i.e. Xq = X -

Lete, i =1,...n be theith column of the identity matrik,. A columnag fora> 0 is called
the monomial column.

Theorem 2.2.[2, 3] The positive system (2.1) is reachableyisteps if and only if the
reachability matrix

R,=[B AB .. ATB|OOP™ 2.3)
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containsn linearly independent monomial columns.

Theorem 2.3.[2, 3] The positive system (2.1) is reachablq steps only if the matrix
[B A] (2.4)

contains linearly independent monomial columns.

Definition 2.3. The positive systems (2.1) is called observablg $teps if it is possible to
find unique initial statex, 1007 of the system knowing its input sequendel] 7,

i =01,...,—1 and its corresponding output sequengé10?, i = 04,...,q-1.

Theorem 2.4.[2, 3] The positive systems (2.1) is observablg steps if and only if the
observability matrix

C

CA
O, =| . gpoewen (2.5)

q

CA™
contains linearly independent monomial rows.

Theorem 2.5.[2, 3] The positive system (2.1) is observablg steps only if the matrix

© (2.6)
A :

contains linearly independent monomial rows.

3. NEW TEST FOR CHECKING THE REACHABILITY OF POSITI VE LINEAR
SYSTEMS
In this section a new test for checking the reatityabf the pair

A=[A A, .. A]OO™, B=[B B, .. B,]OO™,

(3.1)

ani bnj
will be proposed.
First we assume that = 1 andB = B;. Let B; be a monomial column with positive entry
b,l. In the new test for checking the reachabilitytaf pair (3.1) a crucial role will play the

following procedure of finding a sequence of lingaindependent monomial columns
(compare with [4]).
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Procedure.

The monomial columiB, with bI1 >0, i,0(@...,n) is the first element of the sequence.
If the column A (= AB,) is monomial and linearly independef@ ; > 0,i, #1i,) then

it belongs to the sequends,, Al. If the column is not monomial oy =i, it does not
belong to the sequence and the procedure stohislgdse the pair (3.1) is not reachable. If
the columnA (= AA = AzBll) is monomial and linearly independent of the colsin
and A (&, >0,i; #i,,i; #i;) then it belongs to the sequenBg, A , A .

Continuing the procedure we may find the sequerfcknearly independent monomial

columns
BLA, A, - (3.2)

The positive linear system (2.1) or equivalently grair (3.1) is reachable = n steps if
and only the sequence (3.2) contairedlementsk = n —1).
Therefore, the following theorem has been proposed.

Theorem 3.1.The single-input positive system (2.1) is reackabln steps if and only if
using Procedure it is possible to findinearly independent monomial columns (3.2) for
k=n-1.

Example 3.1.Check the reachability of the pair

0 01 1
A=|{1 0 2|, B=|0]|. (B.3
0 20 0
For the pair (3.3) the sequence (3.2) has the form
1 0 0
B,=|0, A=A=AB=|1|, A =A=AB=|0|. (3.4)
0 0 2

The sequence (3.4) contains three linearly indepatnchonomial columns and the pair by
Theorem 3.1 is reachabledr= n = 3 steps.

Example 3.2.Check the reachability of the pair

0 0O 1
A={1 1 0|, B=|0|. (B.5
2 01 0

Note that the pair satisfies the necessary comd@faeachability (Theorem 2.3).
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In this case the sequence (3.2) for the pair (8@jtains only one monomial column

1 0

B, =| 0| since the columnA = AB, =| 1| is not monomial. Therefore, the pair is not
0 2

reachable.

If m> 1 then using Procedure sequentially for eadalily independent monomial column
of the matrixB we may find the sequence of the linearly indepahd@®nomial columns

) ® @ ® (m) (m)
Bl,A11 ,...,Alkl,Bz,A21 ,...,AZkz ,...,Bm,Am"; Am':n (3.6)
The positive linear systems (2.1) for> 1 is reachable ig steps ¢ < n) if and only if the

sequence (3.6) containdinearly independent columns fdﬂ; <q,i=1..m.
Therefore, the following theorem has been proved.

Theorem 3.2.The multi-input positive system (2.1) is reachablg steps ¢ < n) if and
only if using Procedure it is possible to findinearly independent monomial columns (3.6)

for k, <q,i=1...,m.

Example 3.3.Check the reachability of the pair

0100 10
A= 1 00 1’ 5= 0 O' a7
0 20 2 01
0 011 00
For the first monomial column of the matixwe have
1 0 1
8= L A= | Azl @9
0 0 2
0 0 0

The first two columns of (3.8) are only linearlydapendent monomial columns. For the
second monomial column of the matiwe obtain also only two linearly independent
monomial columns

(3.9)

o
[

In this case the sequence (3.6) has the form
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0
,BZ=O,
1
0

o
o

1

(3.10)

By Theorem 3.2 the positive system with (3.7) ecteable irg = 2 steps.

4. DECOMPOSITION OF POSITIVE PAIR ( A,B)

Let the pair A,B) of the positive systems (2.1) be unreachabletteitsequence (3.6)
contains at least one monomial column. First wdl stemsider the single-inputr( = 1)

system and we shall assume that the madBix [17™ is monomial, otherwise the positive

system is unreachable for any maté( 7"
Let us assume that the reachability matrix

R =[B AB

ABIOOM

(4.1)

of the positive system (2.1) ha® < N linearly independent monomial columns
R=B, P,=AB, B, =A""B.

It is always possible to chod®, =N —n, linearly independent monomial columns

Pt PozrniP)
which are orthogonal to the columns (4.2).
The matrix
P = [Pl F)nl I:)nl+l

P.]

(4.2)

(4.3)

(4.4)

is monomial and its inversP ™ is equal toP" , whereT denotes the transpose.

It is assumed that the following condition

F’kTAI:’nl =0 for k=n+1...,

is satisfied.

(4.5)

Note that (4.5) holds ifA\Pn1 is a linear combination of the monomial cqun‘H_s...,Prh.

We shall show that if the condition (4.5) is saddfthen using the matrix (4.4) we can

reduce the pairA, B) to the following form
A=P*AP= ['g‘

where the pair
ADDOY", B OO

z_ﬂ}, B=P'B {
A

>

(4.6)

o

is reachable and the pafk, 007%™, B, =000 is unreachable.

From (4.2) we have
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AP=[AR AR, .. AR, AR, .. AR]=[P, P, .. B, AR .. AR] (4.9

Taking into account that (4.2) are orthogonal t@)4nd using (4.8) we obtain

o
. _
P*AP=P'AP= PWT[P2 P .. P, AP, .. Aa]z{'&‘ A_‘Z} (4.92)
I:)r11+1 O AZ
R
where
[0 0 0 7|
- PP, R'P, R'AR | |1 O 0 a,
A = : : =0 1 0 a, |[ogmw",
T T T s
P, P, P,'P, P, AR, :
00 1 a,
a =R'AR,, k=1..n;
(4.9b)
~ |R'AR. .. R'AR, R'AR
A,=| : oo,
T T T
P, AP,., P,/AR, P, AR
. I:)nl+:l.T APnl+1 I:)r11+1T AF:W—l I:)r11+1T AF:1
A, = : :  |oown
I:)nT APn1+1 I:)nT AF:w—l I:)nT AF:w
and
T T T
PP - BuP PRLAR| [0 .. 0
: : : =|: .. :|Ogm™" (4.9¢)
PR, .. B'R, PR'AP | [0 .. O
since (4.5) holds.
Taking into account that
T 1 for k=1
P'B= (4.10)
0 for k=2,...,n

we obtain
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T 1
R ol T8
B=P'B=P'B=| ! B=|, {Bl} (4.11)
pT : 0
" 0
Using (4.9) and (4.11) it is easy to verify thae thair (Z&, El) is reachable since
[B, AB .. A"B]=I, (4.12)

Therefore the following theorem has been proved.

Theorem. 4.1.Let the positive system (2.1) be unreachable betratrix (4.1) has,
linearly independent monomial columns and the agsiom (4.5) be satisfied. Then the
pair (A,B) of the system can be reduced to the form (4.6XHey use of the similarity

transformation with monomial matrix (4.4). Moreoyeahe positive pair(z&,gl) is
reachable.

Example 4.1.Consider the positive system (2.1) with the magic

0 00 2 0
1 010 1
A= , B= (413
2101 0
0 001 0
The pair is unreachable since the reachability imatr
0 00O
, .- 1010
R,=[B AB AB A’B]= (4.14)
0101
0 00O
has only two linearly independent monomial colurRps B andP, = AB.
In this case the monomial matrix (4.4) has the form
0010
P=[FR P, B PRB]= ! 00 (4.15)
LTI L SRR Y R 0100 :
0 001

and the assumption (4.5) is satisfied since
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0 00 2|0
P3T 1 00 01 01 00| |O
T AP, = = . (4.16)
P, 00012 1 0 11| |0
0 00 1|0
Using (4.6) we obtain
0100/00O0Z2/0010/ (0110
Aopipp=|0 01 0)1 01011000 102 1:“ Alz} (4.17)
100021010 1 00| [OO0O0 2 0 A
000100010001 |00O021
and
0 1 0 ofo 1
_ 0 01 01 0 B,
B=P'B= 91| B . (4.18)
1 00 0|0 0 0
0 0010 0
The pair
- 19)
11 0o o '
— _—__[1 0]
is reachable sincEB;, AB,] = .
0 1]
Example 4.2.Consider the positive system (2.1) with the magic
0 012 0
1 000 1
A= , B= (420
21 01 0
0010 0
The pair is unreachable since the reachability imatr
0 012
R,=[B AB A’B ASB]— 1001 (4.21)
010 3 '
0010

has only two linearly independent monomial colurRps B andP, = AB.
In this case the monomial matrix (4.4) has alsoftim (4.15) but the assumption (4.5) is
not satisfied since
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0 01 2|0
P3T 1 00 Off1 0 O 00| |1
i AP, = = (4.22)
P, 000 1)2 1 0 11| [1
0 01 0|0
Using (4.6) we obtain
01000011 2|0010O0 0010
— 0 1 01 0 001 00O 1 021
A=P AP= = (4.23)
1 00021010100 010 2
00010 01 0/0 OO 1] [O1 0O
and
010 0|0 1
_ ., |00 1o0|1|_|O
B=PB= = (4.24)
1 0 0 0}0 0
0 00 1|0 0
In this case the matrices (4.23) and (4.24) hasheotorm (4.6).

Now let us consider the multi-inpun(> 1) positive system (2.1). We shall assume tiat t
matrix BOOOT™ has at least one monomial column; otherwise thsitipe system is not

reachable for any matrpAC 07" .
Let the reachability matrix

R, =[B AB .. A™'BlOOT™ (4.25)
hasn; <n linearly independent monomial columns
P, Py P, (4.26)

The columns of (4.26) are chosen as follows. LetddnlumnsB,l, B ..,B,k (k<m) of

(PR
the matrixB are linearly independent monomial columns. We skdoom the sequence
2 2 n-1 n-1
AB ...AB ,A’B .. AB . A"B . A"B, (4.27)
such monomial columns which are linearly independeam the previously chosen
monomial columns.

It is always possible to chod®, =N —n, linearly independent monomial columns

Pyt Pyazre P (4.28)

which are orthogonal to the columns (4.26).
Let the monomial matrife have the form

P=[P .. R, P .. P

I2 ipdy

. P

ircdi

P

np+l ottt n]

=[R P, .. R] (4.29)

n

where
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R =B,.R,=A""B P =B

11?0 12

andd; (I =1,...,K) are some natural numbers.
Taking into account that

i
i 1 for i=]
Pt=P' = andP'P, = -
T 0 for i#]
R
we obtain
PT
] o
A=PTAP=| : [AP AR, .. AF;]:[Al A_*Z}
P’ 0 A
where
R'AR .. R'AR, R'AR. . RAR
A=l b AR : o
P."AR P."AP P."AP P."AP
L 1 m n m n+l n n
- I:)nl+1T APnl+1 I:>r11+lT AR1
A, = : :
P'AP,., P'AP,
and
- .
B=piB=| : B:m, B, =blockdiagB, .. BJ, B =| | i =i
= ‘
" 0

R'AP =0 for k=n+1...m j=1..n

where the paif A, B,) is reachable and the pgiA,, B, =0) is unreachable.
Therefore, the following theorem has been proved.

=A%"B, (4.290)

(4.30)

(4.31a)

(4.31b)

(4.31c)

(4.32)

Theorem 4.2.Let the positive system (2.1) be unreachable betmatrix (4.25) has;
linearly independent monomial columns and the agsiom (4.32) be satisfied. Then the

pair (A, B) of the system can be reduced to the form (4.31hbyuse of the similarity

transformation with the monomial matrix (4.29). Mover the positive pai(ﬁi,gl) is

reachable.
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Example 4.3.Consider the positive system (2.1) with the magic

1 0 O] 01
A=0 1 1| B=|1 O0]. (4.33)
0 0 2] 01
The pair is unreachable since the reachability imatr
01 0101
R,=[B AB AB]=|1 0 1 1 1 3 (4.34)
_O 1 0 2 0 4
0
has only one monomial columi =| 1.
0
In this case the monomial matrix (4.29) has thenfor
[0 1 O]
P=/1 0 O 38a)
0 0 1]
and the assumption (4.32) is satisfied since
T 1 0 ofo0
Fnfa o o 2 a3
+ |AR 01 11 . (4.35b)
P, 001 0
0 0 2|0
Using (4.31), (4.33) and (4.35a) we obtain
0O 1 01 0 Of0 1 O 1 01 —
A=P"AP=|1 0 0|0 1 0|=|0 1 0 =[Ai ﬁ”} (4.36a)
0O 0 1|0 O 1 0 0 2 0 A
and
01 0|0 1 10 _
B _p B 0O
B=PB={1 0 01 0|=|0 1={ _] (4.36b)
00 1/o 1] |o 1] t° B
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B _ _ 10
The positive pairAl =[1], Bl =[1] is reachable and the pOSitiVe pa&z :|:O 2:|’

1 - 11
B, = {J is unreachable sindB, A,B,] ={ } :

12
Let
)_<i(1)
X =P7x = et x¥oot, x@oot (4.37)
X
be a new state vector and
y, =Cx +Du, =CPP'x + Du, =Cx" +C,x® + Du, (4.38)
where
cp=[C, C,], c,O0O0P", C,00"". (4.39)
Definition 4.1. The positive subsystem
x® = Ax® +Bu, (4.40a)
y® =Cx® + Dy, (4.40D)

is called the reachable part of the system (2.1).

Theorem 4.3.The transfer matrix of the positive system (2.1)

T(2)=C[l,z-A"'B+D (4.41)
is equal to the transfer matrix of its reachable (&40)
T.(2=C[l,z-A]"B,+D (4.42)

ie. T(2)=T(2).

Proof. Using (4.41), (4.6) and (4.39) we obtain
T(2)=C[l,z—=A'B+D=CPP ™[I, z-A|"PP'B+D =

-A -A, |'TB 4.43
=C[l,z-PAP']"B+D=[C, Cz]{l"lzoAi | ZA_“AJ Eﬂm 449
_c cqllaz-Al" * B D=CIl 7-A1B +D<=
_[Cl Cz] K 0 [InZZ_Az]—1:|[0:|+D_C1[Ith Ai] Bl+D_T1(Z)

Therefore, the transfer matrix (4.42) representg mrachable part of the positive system.
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5. DECOMPOSITION OF THE POSITIVE PAIR ( A,C)

Definition 5.1. The positive system
Xi+1:ATXi +CTuil Il:|Z+
—RT
y, =B'x +Duy,

(the matricesA, B, C, D are the same as of (2.1)) is called the dual ipesgtystem with
respect to the system (2.1).

(5.1)

Theorem 5.1.The positive system (2.1) is reachablegisteps if and only if the positive
dual system (5.1) is observablegisteps.

Proof. By Theorem 2.2 the positive system (2.1) is rebtshan q steps if and only if the
reachability matrix

R,=[B AB .. A"'B| (5.2)

contains linearly independent monomial columns.
Note that the transpose matrix (5.2)

BT
T BTA
Rq = : (5.3)
BT (AT)q—l
containsn linearly independent monomial rows if and onlythi& matrix (5.2) containa
linearly independent monomial columns.
The matrix (5.3) is the observability matrix of tpesitive system (5.1). By Theorem 2.4

the positive system (5.1) is observablejiateps if and only if the positive system (2.1) is
reachable iy stepso

Therefore, for testing the observability of the ifee system (2.1) we can use the
reachability conditions for dual positive systemheTduality can be also used in the
decomposition of the positive pai,C). Let the pair A C) of the positive single-outpup(

= 1) system (2.1) be unobservable but the m&trbe a monomial (otherwise the system is

unobservable for any matriA[17T").

Let us assume that the observability matrix

C

CA 5
o = . (Ogf (5.4)

n

C An—l

hasn, <n linearly independent monomial rows



DECOMPOSITION OF THE PAIRSAB) AND (A,C)... 1267

Q=C, Q,=CA .., Q, =CA™™. (5.5)
It is always possible to chood®, = N —n, linearly independent monomial rows
in+1’ in+2 gure 1Qn 65
which are orthogonal to the rows (5.5).
The matrix
Q
Q
Q=| " (5.7)
in+1
[ Q|

is monomial and its invers® ' = Q" .
We shall show that if

Q,AQ  =0fork=n+1..,n (5.8)
holds then using (5.7) we can reduce the gg)to the from
~ L Al 0| A i A
A-QAQl{A ~ |,C=CQ™"=[C, 0] (5.9)
A, A, 1

where the pair(Al, él) is observable and the pa(il&z,é2 =0) is unobservable.
From (5.5) we have

QA [ Q
QA Qs
QA=|Q,_A|=| Q, |. (5.10)
QA| |Q,A
L QA ] [QA]

Taking into account that (5.6) are orthogonal t&)%and using (5.8) we obtain
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Q
Q
- : A 0O
A=QAQ =| Q, [Q" Q' .. Q .. QnT]:{A } (5.11)
Q A A21 AZ
m
[ QA
where
0 1 O 0
QQ' QQ," | |0 0 1 0
A= : o= Do oo,
Q,AQ" .. QAQ | [0 O 0 .. 1
4 & & a, (5.12)
4, =Q,AQ', k=1...n
| QuAQT . QuAQ | QuaAQu - QuuAQ
A, = : : onw™, A = : : ooy
QAQ" .. QAQ’ QAQ. - QAQS
Taking into account that
cq = 1 for k=1 613
1o for k=2...,n
we obtain
C=CQ'=[C, 0], C,=[L 0 .. ojOO¥™. (5.14)
Using (5.12) and (5.14) it is easy to verify tHas 'pair(AL, él) is observable since
C,
C{A& =1, (5.15)
GA™

Therefore, the following theorem has been proved.

Theorem. 5.2.Let the positive system (2.1) be unobservabletbatmatrix (5.1) has,
linearly independent monomial rows and the assumpb.8) be satisfied. Then the pair
(A,C) of the system can be reduced to the form (5.9)th®y use of the similarity
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transformation with monomial matrix (5.7). Moreoyeahe positive pair(AL,Cl) is
observable.

Example 5.1.Consider the positive system (2.1) with the masic

0120
0010
A= , C=[0 1 0 0] (5.16)
0100
2 011
The pair is unobservable since the observabilittrisna

cl]fo100
CA| [0010

O, = = 5.17
“lcAH| o100 (547
CA 0010
has only two linearly independent monomial ro(mg =2) Q,=CandQ,=CA
In this case the monomial matrix (5.7) has the form
Q] [0 100
0010
Q= Q| (5.18)
Q| |1 000
Q| |0 001
and the assumption (5.8) is satisfied since
01 2010
0 1 00 O
T T
=[0 010 =[0 0Q]. 5.19
QAQ, Q1= ]010000[] (5.19)
2 01 1(0 1
Using (5.9) and (5.18) we obtain
010001 200010 0100
A:QAQT:O 0 10(0010[1000_[100 O:P 9} (5.20a)
1000(0 1000100 |1200 A, A
00O 12 011|000 1 |01 21

and
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0010
C=CQ'=[0 1 0 0]1 000 =[1 0 0 0]=[C, O] (5.20b)
0100 ! '
0 001
The pair
~ 10 1| A
A= 1 ol C =01 Q] (5.21a)
is observable since
C, | [1 o0
L= . Z8b)
CA| [0 1

Note that the pair (5.16) is the dual pair to (4.48d the results can be obtained by the
duality principle.

In a similar way the considerations can be exterfdedhe multi-input p > 1) positive
systems (2.1).

Let the observability matrix (5.4) ha3 <n linearly independent monomial rows and the
rows Cj ,C ,....C

1 I2 ]
monomial rows. Then from the sequence

C,A..C,AC A ..C A,..CA™". . .C A" (5.22)
we may choose monomial rows which are linearly padelent from the previously chosen

monomial rows.
Let

(I < p) of the matrix COOP" are linearly independent

Q. QQ, (5.23)
be the linearly independent monomial rows of thérix#@5.4). Then it is possible to choose
N, =n-—n, linearly independent monomial rows

Qi1 Qnezre--Qy (5.24)

which are orthogonal to rows (5.23).
Let the monomial matriQ" have the form

T _r~ T T T T T T T
Q —[le leal Qj szaz leal Qnl+1 .. Q1 (5.259)
where

— - d-1 - — d,-1 _ d-1
Q, —Ch,...,QJ.lal =C, A",Q, _CJz""’Qj262 =C, A ""’Qi.a. =C; A" (5.25b)
andd; (j=1...,]) are some natural numbers.
Taking into account that
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r_ |1 for i=]
QY _{o for i# ] 6)2
and the assumption
QAQ" =0fork=n+1..,n; j=n+L..n. (5.27)

We can prove in a similar way as in the casel the following theorem.

Theorem 5.3.Let the positive system (2.1) be unobservabletbetmatrix (5.4) has,
linearly independent monomial rows and the assump{.27) be satisfied. Then the pair
(A,C) of the system can be reduced to the form (5.9)th®y use of the similarity
transformation with the monomial matrix (5.25). Mower the positive pai(A_L,Cl) is
observable.

Let
. 1 .
%=Qx =y [ X000 200" (5.28)
X!
be a new state vector and
oB=| 2| B,O0O™™, B,00™™, (5.29)
BZ
Definition 5.2. The positive subsystem
@ =A%" +Bu, (5.30a)
y® =C%® +Du (5.30b)

is called the observable part of the system (2.1).

Theorem 5.3.The transfer matrix (4.41) of the positive sysi@n) is equal to the transfer
matrix

T.(2)=CJl,z-A]"B,+D (5.31)
of its observable part (5.30).
The proof is similar to the one of Theorem 4.3.

Therefore, the transfer matrix (5.31) representy ¢ime observable part of the positive
system (2.1)

6. CONCLUDING REMARKS

A new test for checking the reachability (obseribiof positive discrete-time
linear systems have been proposed (Theorem 3.13a2d Conditions have been
established for: 1) decomposition of the paB] into reachable and unreachable parts
(Theorem 4.1 and 4.2), 2) the decomposition of plaér (A,C) into observable and
unobservable parts (Theorem 5.1 and 5.2).
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It has been shown that the transfer matrix of thsitive linear system is equal to the
transfer matrix of its reachable (observable) pEneorem 4.3 and 5.3). The considerations
have been illustrated by numerical examples. Ugieglecomposition of the paiA,8) and
(A,C) it is possible to decompose a positive discrigte-tlinear system into four parts
(subsystems): 1) reachable and observable pantedhable and unobservable part 3)
unreachable and observable part and 4) unreachailanobservable part.

Open problems are extensions of these considesatmmositive continuous-time linear
systems and to positive 2D linear systems.
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